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The purpose of this work is to provide an automatic entity detection system for the 

identification of human phenotype entities in unstructured text. This system is being 

developed as an integrated part of IBEnt (https://github.com/AndreLamurias/IBEnt) [1]. 

IBEnt is Python-based Framework for identifying biomedical entities that relies on the 

use of Stanford’s Natural Language Processing tool – StanfordCoreNLP [2] - which 

contains tools such as StanfordNer [3] (Stanford Named Entity Recognizer) and Part-of-

Speech tagger.  

With these tools, IBEnt is able to create different types of classifiers that allow the system 

to recognize entities for different purposes. This system is in constant development, 

making available different classifiers for chemical entities, protein entities and, in this 

case, phenotypical entities. 

For this work, machine learning techniques are going to be applied to try to improve the 

quality of the recognition. One of these techniques is Brown clustering [4] that allows the 

creation of clusters that group words together, according to a statistical analysis. 

To test the performance of the system, we are using Bio-Lark’s Gold Standardized 

Corpora as well as their provided Test Suites created to benchmark human phenotype 

classification system [5]. 

As an additional point for this work, a secondary objective is to study the effect of 

automatic translation of terms to understand the amount of information that is lost during 

an automatic translation (translation to from English to a different language and back to 

English), to understand if it is possible to apply this kind of translation on a regular basis. 

https://github.com/AndreLamurias/IBEnt
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